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Abstract— Network performance management is essential to achieve a robust and efficient network. We can anticipate how a network 
performs if we have enough statistical data about the devices on the network and if we understand how traffic flows between these 
devices. There are various tools and protocols used for network performance management such as the Simple Network Management 
Protocol (SNMP) and Common Management Information Protocol (CMIP).  This paper is aimed at using the more advanced netflow 
protocol, which has the ability to characterize IP traffic, to generate netflow traces, which will be archived for the purpose of network 
performance analysis. 

Index Terms— Network Performance, Netflow, Network Monitoring. 

——————————   u   —————————— 

1 INTRODUCTION                                                                     
The primary components of any networked computing en-

vironment are the computing and communication resources 
that make up the enterprise network. Today’s networks are 
multi-vendor in their design because they contain network 
elements produced by many vendors. To successfully operate 
and manage a network, it is important that network manage-
ment is taken into consideration in the early planning and de-
sign stages. In very small networks with low usage the efforts 
by network managers to successfully administer the network 
and its resources may be minimal, but as networks grow in 
complexity, network management tools and techniques be-
come indispensable to effectively and efficiently run the net-
work [3]. Organizations, institutions and businesses today are 
increasingly dependent on networked services and resources 
and the efficiency of these network services ensure smooth 
running of the organizations. With efficient network and traf-
fic monitoring, we can discover potential bottlenecks, in-
creased traffic utilization and feedback on network perfor-
mance, which will help us to provide quality network services 
in a cost effective way. Until recently, most networks relied 
almost exclusively on Simple Network Management Protocol 
(SNMP) to monitor performance and bandwidth utilization. 

SNMP, however, is not very effective in characterizing traf-
fic applications and patterns, essential for understanding the 
performance of a network. To gain a more granular under-
standing of network performance, the netflow protocol was 
created. Netflow is an embedded instrumentation within Cis-
co internetwork operating system (IOS) Software used to 
characterize network operations. Network administrators 
need visibility into the network to understand how the net-
work is behaving. Netflow provides network administrators 
with comprehensive information about how network traffic 
flows [4]. 

With such knowledge of network behaviour, business pro-
cesses will improve and networks will be operated more effi-
ciently, which will in turn, lower operational costs and im-
prove business revenues by better utilization of the network 
infrastructure. It is imperative to mention that although net-
flow is a Cisco proprietary protocol, it works well with other 
devices that understand it. A large number of router/switch 
vendors support the netflow format. They support distinct 
“flow data” formats that fall under the de-facto term netflow 
[5]. In this paper, the focus is on using open source / freeware 
to generate the netflow (i.e. to act as the Cisco device). 

2 NETWORK PERFORMANCE MANAGEMENT 
To successfully manage a network, it is important that per-
formance management is given priority. This involves collect-
ing data about how the network elements are behaving, un-
derstanding the traffic flow patterns that are occurring in the 
network at different periods of activity and subsequently be-
ing able to predict how the network will perform [1]. To be 
able to offer efficient and reliable services in computer net-
works, we need to be able to effectively monitor network pa-
rameters, relevant traffic and infer from these measurements 
relevant information [2]. With efficient network and traffic 
monitoring, we will be able to discover potential bottlenecks, 
increased traffic utilization and feedback on network perfor-
mance, which will help us to provide quality network services 
in a cost effective way. 
At the most basic level, the idea is to get a snapshot of the cur-
rent performance. However, to obtain a more detailed analy-
sis, some network parameters might need to be monitored 
over a period of time. For example, you might want to plot a 
graph showing the relationship between some performance 
values, over a particular time interval. In this time period, you 
can observe how the value of the parameter changes with time 
and thus accurately decipher a sudden drop or spike in value 
out of the ordinary. Different patterns will lead you to antici-
pate different scenarios. For instance, an unusual increase in 
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utilization on an Ethernet interface might mean a higher num-
ber of dropped packets which might ultimately lead to appli-
cation sessions timing out. When you monitor network per-
formance, you anticipate, see and resolve problems before 
they happen. With careful observation, when you observe 
values over a period of time, you can identify patterns, bottle-
necks, network pain-points and unusual network behaviour. 
Armed with such invaluable information about your network, 
network modification and configuration changes can be car-
ried out to optimize the network [7]. We should be interested 
in collecting performance data from our network, which can 
be provided as a stream of events using protocols e.g. netflow 
 

3 NETFLOW 
It is important to understand how a network performs. This 
can be achieved by characterizing traffic patterns, IP traffic 
and by monitoring bandwidth utilization. In the past, the main 
tool used by network managers to monitor network perfor-
mance and bandwidth utilization was the Simple Network 
Management Protocol (SNMP). SNMP was not very effective 
at doing this and thus there was the need for a more robust 
system. Netflow has the ability to characterize IP traffic and 
this is important when monitoring network availability and 
performance and during troubleshooting. When IP traffic 
flows are monitored, it allows for efficient resource utilization 
and more accurate network capacity planning. Quality of Ser-
vice (QoS) and Network security is improved, as network 
managers are able to identify the exact pain-points, detect at-
tacks and other vulnerabilities [4]. Netflow works like this: 
when the router receives a packet, its netflow module scans 
for key details like the source and destination IP address, the 
source and destination port number, the protocol type, the 
type of service (ToS) bit in the IP header, and the interface 
number on the router of the IP packet to determine if the 
packet is part of an already existing flow. If the flow already 
exists, it updates that flow record; else, a new flow record is 
created [6]. 
An IP flow is a unidirectional stream of packets that pass 
through a network element and share a common set of attrib-
utes [8], [9]. Fig.1 shows the attributes of a packet, which is 
used to create the flow. Every packet is examined for a set of 
attributes. These attributes constitute the fingerprint of the 
packet, which explains if a packet is unique, or not. Often 
times, an IP Flow consists of between five and seven packet 
attributes namely- IP source and destination address, Source 
and Destination port, Protocol type, Class of Service and 
Router/Switch interface. Netflow records provide great in-
sights into understanding how networks behave. The interface 
defines how the network device utilizes traffic, the class of 
service (CoS) identifies the priority of the traffic, the source 
and destination address defines the origin and target of the 
traffic respectively while the source and destination port 
numbers tell us the applications utilizing the traffic 
 
 
 

 
Figure 1: Creating a flow in the netflow cache [4]. 
 
 
Netflow facilitates solutions to many common problems en-
countered by IT professionals. The major benefits of netflow 
are that it enables us to: analyze applications and their impact 
on the network, measure WAN traffic i.e. understand who is 
utilizing the network and the network top talkers, trouble-
shoot and understand network pain points, detect unauthor-
ized traffic and prevent expensive (sometimes unrequired) 
upgrades by identifying the applications causing congestion 
and it enables us validate QoS parameters [4]. Netflow has 
undergone several revisions through its history and it exports 
data flow information in different formats ranging from net-
flow version 1 to version 10.  

4 OPEN SOURCE NETFLOW ARCHITECTURE 
The major components of an open source netflow system are 
the sensor, the collector, and some sort of reporting system. 
The collector and sensors are the irreplaceable components of 
any flow system because you can analyze data in innumerable 
ways, but before you do, you must gather and store the data, 
and you do that with sensors and the collector [12]. Fig. 2 illus-
trates the netflow architecture with a netflow sensor and net-
flow collector. 
The sensor (otherwise called a probe or generator) is a daemon 
that listens to the network and captures your session data. The 
sensor sends the session information to the collector. A good 
place to set up the sensor is in the network Ethernet core. This 
is because the internal LAN has a lot of traffic and analyzing 
flow data from the internal network will quickly expose prob-
lems, wrong configurations and performance issues [12]. For 
this research work, flowprobe also known as fprobe was used 
as the network sensor. Flowprobe exports captured traffic to a 
remote netflow collector. It captures network traffic and emits 
it as netflow to a specified collector [11]. 
The collector listens for reports from the sensor on a selected 
UDP port of your choice and saves them in a file for later 
evaluation. The collector needs to connect to a hub, mirrored 
switch port, or any device where it can see all the network 
traffic [10]. Flow collection uses very few system resources 
other than disk space and the amount of disk space needed 
depends on the type of traffic on your network and how long 
you want to retain your records. However, additional memory 
and CPU resources will accelerate flow reporting [12].  
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In this research work I used the netflow capture daemon, 
nfcapd and nfdump for the collector software.  
Nfcapd and Nfdump work hand in hand. Nfdump reads the 
netflow data from files stored by nfcapd processes the data 
and produces results according the options selected.  
In this research work, a network testbed was set up using PC’s 
with Ubuntu Linux operating system to run the netflow sensor 
and collector software. This choice was due to the fact that 
Ubuntu Linux belongs to the open source community and it 
has majority of the tools required for netflow implementation.  
Finally, the reporting system reads the files generated by the 
collector and produces reports in text files, which are easily 
readable.  
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Figure 2: Netflow Architecture With Netflow Sensor and Collector 
 

5 IMPLEMENTATION 
To generate the netflow traces, different network test bed con-
figurations were set up. In Fig. 3, a sample network configura-
tion scenario used to generate netflow traces is shown. I in-
stalled and configured fprobe and then configured the netflow 
sensor to generate netflow records by issuing the following 
command at the terminal window: “fprobe –i eth2 
192.168.0.12:55000”. This means that the sensor fprobe should 
store all data transfers on the Ethernet 2 interface and send the 
collected data to the host with IP address 192.168.0.12 via UDP 
port 55000. I configured the address and port of the netflow 
collector as 192.168.0.12 and 55000 respectively by issuing the 
following command at the terminal window: “nfcapd  -b 
192.168.0.12 –p 55000  -l/home/Akpovi/netflow” This means 
that the netflow collector should listen to the UDP port 55000, 
capture the netflow data it sees and save the data as files in the 
/home/Akpovi/netflow folder. The captured netflow files 
(nfcapd) and netflow records were archived in a netflow fold-
er created on the collector PC (192.168.0.12). 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Sample Network Configuration Used to Generate Netflow    
traces. 

6 RESULTS AND ANALYSIS 
A basic analysis of the results generated from the star configu-
ration is discussed below. Fig. 4 shows the netflow records of 
host 192.168.0.10 from April 10, 2016 at 12:45. Each line listing 
in the netflow records as shown in the figure represents one 
flow. The first column, the Date flow start, shows the date and 
the time the flow was started and the second column (Dura-
tion) shows the duration of the flow. The date and Duration of 
the flow are given in millisecond resolution. The Proto column 
displays the protocol type for this flow. The Src IP Addr: Port 
column shows the source IP address of the flow and the 
source port, while the Dst IP Addr: Port column shows the 
destination address and port. Finally, the packets column 
shows the number of packets in the flow and the Bytes column 
shows the number of bytes in the flow.  At the end of the flows 
a summary listing is shown which contains information about 
the total flows, total bytes, total packets, average packet per 
second (avg pps), average bits per second (avg bps) and the 
average bytes per packet (avg bpp). From Fig. 4, we can no-
ticeably observe that between 12:42 and 12:43, there was a sig-
nificant increase in the traffic sent between hosts 192.168.0.10 
and 192.168.0.12.This was as a result of a media streaming ac-
tivity going on between the two hosts, using http port 8080.  
 
The great news about netflow is that we have actual data 
about our network, but the not so good news is that we have 
far too much data about the network. As network size and 
complexity increases, the number of flows generated will also 
increase. To manage this, we must filter our data to display 
only interesting flows. This will help us evaluate and diagnose 
network issues. Netflow can be filtered in various ways to 
investigate network behaviour by using primitives such as 
Proto (protocol), Src ip (source ip), Dst ip (destination ip), 
Packets and Bandwidth. 
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Figure 4: Screenshot of netflow records 

7 CONCLUSION AND FUTURE WORK 
Networks today are very complex and dynamic and as net-
works have evolved, the tendency has been to promote in-
creased convergence of voice and video services onto tradi-
tional data networks. As a result of these, it has become im-
perative to have clear and distinct visibility into network per-
formance and this is exactly what flow monitoring data does. 
Experiments were conducted by installing and running differ-
ent applications of varying memory and processor utilization 
and the netflow records were collected for different network 
configurations. The netflow capture daemon rotates the cap-
tured netflow files at a default time interval of 300s (5min). 
However, this default time can be increased to reduce the fre-
quency at which the files are captured, which will ultimately 
save disk space.  
From the results obtained it can be seen that the netflow traces 
gave application-level details such as hosts communicating, 
protocols being used, packet size and byte size, which are an 
inherent part of IP traffic and which will offer in-depth and 
fine-grained bandwidth analysis. The choice of applications 
used to generate the netflow traces were limited to those that 
could run over a local area network (LAN). In future, to obtain 
more robust netflow records, real world data could be ob-
tained using a SPAN port. Also, in future research work, a 
graphical web based utility could be designed to give a graph-
ical overview of the netflow data in addition to using the 
command line interface. 
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